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TWMS synchronization network simulation with parallel computing
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Summary. Synchronization networks play important roles in Engineering and Physical systems, allowing information distribution and
exchange between the components of computation, communication and complex dynamical systems. In the recent decades the growing
need for data communication led to the development of a world wide communication and data transmission network. The clock signal
distribution network is an important part of these networks. The Phase-Locked Loop (PLL) is the circuit that synchronizes the local
oscillator (clock) to a reference signal (phase and frequency scale). Usually, the PLL networks are build in Mutually-Connected or in
Master-Slave topologies. In many cases the Master-Slave is used due to its simplicity and low cost. The nonlinear behavior of PLLs
makes the design of clock signal distribution networks a difficult task, therefore, numerical simulation is an important tool. In this
work, a Two-Way Master-Slave network is build using parallel computation, aiming to develop a more efficient simulation strategy, and
to study the effects of the interacting PLLs running in a parallel computation system.

Introduction

Complex systems can be thought as a set of a large number of connected, usually simple, elements, exchanging signal
(information), and producing new behaviors difficult to predicted from the components or boundary conditions. The
study of dynamical systems arise from the need to understand phenomena, and to build mechanisms or circuits, such as
the complex systems. Synchronization networks are complex systems with growing interest given the need for global
communication systems [1, 2, 3].
The PLL is the fundamental component of clock signal distribution networks, and consists of a closed-loop control system
that synchronizes a local oscillator, or clock, to a reference signal. The PLL block diagram, shown in Fig. 1, is composed
of a Phase Detector (PD), of a Low-Pass Filter, and of a Voltage-Controlled Oscillator (VCO) [4].

Figure 1: PLL block diagram.

Given the input and output signals in Eqs. 1 and 2, the multiplier type PD generates an error signal vd(t) with the same
sign of the phase difference θi(t)− θo(t).

vi(t) = vi sin(ωM t+ θi(t)) (1)
vi(o) = vo cos(ωM t+ θo(t)) (2)

The LPF controls the VCO phase and frequency, according to the relation in 3, around the free-running frequency ωM ,
tracking the input phase θi(t) and filtering noise, jitter and wander frequency fluctuations [2, 5, 6].

d

dt
θo(t) = kovc(t) (3)

Considering the foregoing relations the PLL mathematical model is given by Eq. 4,

L [θo(t)] +GQ [sin (θo(t)− θi(t))] = GQ [sin (2ωM t+ θi(t) + θo(t))] , (4)

where G = 1
2kmkovivo is the loop gain and the operators L and Q depend on the LPF transfer function [1, 2].

TWMS PLL network

There are many strategies for synchronization of clocks. Each strategy depend on the choice for the network topology. In
Mutually-Connected networks all the nodes (PLLs) contribute to the phase and frequency scale of the network, however,
in Master-Slave networks, the master clock dictates the phase and frequency scales for the whole network. In most cases
the Master-Slave strategy is used due to its simplicity and low cost [2, 7].
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In One-Way Maste-Slave network the master node alone dictates the phase and frequency scales for the whole network.
On the other hand, in the Two-Way Master-Slave strategy, the slave nodes also contribute to the determination of the phase
and frequency scales of the network. In Fig. 2(a) the PLL block diagram for a TWMS network is shown. Differently
from Fig. 1, the error signal depends on the average phase between the previous and of following nodes, as it shown in
Fig. 2(b).

(a) TWMS PLL. (b) TWMS network.

Figure 2: TWMS Clock signal distribution networks.

Following a procedure similar to the previous section the mathematical model of the slave-nodes in a TWMS network is
given by

L(j)
[
θ(j)o (t)

]
+Q(j)


j+1∑
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G(j,ℓ) sin
(
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where j = 2, 3, · · · , N , G(j,ℓ) = 1
2aℓ,jk
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o is the loop gain and the operators L(j) and Q(j) depend on each

slave node LPF transfer function.
As it can be noticed from Fig. 2, the phase and frequency scales for the slave nodes depend on the master clock and on the
parallel interaction of the slave nodes. Although this is a MS strategy, there is a mutual connection of the slave nodes. The
nonlinear and simultaneous interactions generate complex dynamic behaviors. In this case parallel computing is helpful
to study and to build more realistic synchonization networks models.

Parallel Programming

Parallel computation consists of solving parts of the system concurrently, that is, in parallel, and in different processors
(or cores), in order to reduce the simulation time. In addition, this technique gives more flexibility to build the network
[8].
MATLAB’s Parallel Computing Toolbox (PCT) allows the developer to work with memory sharing and distributed mem-
ory architecture. Within this tool, the development of the “local” infrastructure is built inside a multi-core computer [9].
Generally speaking, hardware architectures are commonly two-, four-, or eight-core versions.
PCT delivers functions to MATLAB such as parallel loop execution, creation and/or manipulation as well as enabling
the construction of animal arrays of parallel logic. PCT allows you to use even the cores of the machine on which they
all run as they enable interactive development and debugging of code in parallel logic. As a possibility of expanding the
work developed on this platform, the largest developed can scale to a number of cores using the MATLAB Distributed
Computing Server [10] . Fig. 3 shows a division of the sections into desktop system and cluster computer.
Using MATLAB’s PCT, a program with parallel logic can be expressed in three different ways [11]:

1. by the parfor feature, which executes a for loop in parallel;

2. by the spmd feature, which creates a synchronous process of cooperation;

3. by the task feature, which creates multiple, independent programs.

Among the PCT functions, parfor (parallel for)-loop stands out, which is very useful in situations that require several
iterations in a loop, with a simple function being executed between these iterations, such as Monte Carlo simulations and
image processing. In order to run the parfor, it is necessary to use PCT, adapting the original code to the new commands
of that toolbox [12].
The iterations that run in parfor are independent and run in independent instances of MATLAB, running them separately
from the operating system process. That way, the function that will be executed at each iteration cannot depend on results
that are found in that loop. This is due to the construction of parfor inside the PCT, which does not share memory during
execution. The application of this solution is feasible for different computers connected via the network because the PCT
is able to transform each core of this network into a processing unit of parfor iterations [9, 12, 13].
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Figure 3: The Parallel Computing Toolbox and MATLAB Distributed Computing Server [10].

Proposed Algorithm

For the development of the work, the necessary calculation steps for the execution of the PLL were followed. Thus, in the
first moment, the phase comparison of the input signal and the output signal of the VCO of the PLL itself was performed.
This signal is called VD and it feeds the LPF filter of the PLL, in which the fourth-order Runge-Kutta integrative method
is used, in which the implementation was based on [14]. Finally, the output signal from the LPF, called VC, is directed to
the VCO, closing the loop. The proposed algorithm for running the simulations has three main sections:

1. Definition of initial and simulation parameters – the following questions are answered: What is the input signal;
What is the size of the network; What is the start time, end time and sample rate of the simulation; What are the
filter parameters;

2. TWMS network simulation – the calculations referring to the constructed TWMS network are performed, in which
the calculation of the LPF output is performed in parallel;

3. Construction and presentation of the results obtained – creation of an output file with the simulation results and
graphs of the system’s behavior.

In this work, the development of parallelism via TPC was chosen through the function parfor. Basically in the PLL
integration loop, the repetitive structure that advances in time according to the sample rate is a for structure. This structure
directs the “round” the system is in, that is, it manages the integration step. In this case, we call it the main program.
Within the main program, due to the LPF operation, we need an integration, so that the control signal for the VCO (which
in this case is the LPF output) is found. In this step, the parfor was applied, that is, the calculation of all PLLS of the
TWMS network is performed simultaneously.

Simulation features

The simulated TWMS network is formed by a PLL Master, a PLL Slave, called Slave 1, whose input signal vi(t) depends
on both the Master and Slave 2, and another PLL Slave, called Slave 2, whose signal depends only on the output signal
vo(t) of Slave 1,as described in [15].

Results to step

The simulated TWMS network contains a PLL Master, Slave 1 (having its input signal dependent on the output signals of
the PLL Master and Slave 2) and Slave 2 (having its input signal dependent only on Slave 1). The simulations followed
the models found in [4, 15, 16, 17].
When analyzing Fig. 4, we see that the PLL Master and Slave 2 are in sync with the input signal because the phase error
of θo with respect to θi is zero. This fact is confirmed by observing Fig. 5 which are results of the steady state of the
network. In this case, the Lissajous figure in the post-transient regime demonstrates that the PD input (vi(t)) and the
VCO output (vo(t)) of Master and Slave 2 are signals periodic, with the same frequency and quadrature phase, implying
synchronization.
Slave 1, in the studied interval, does not reset the phase error of the output in relation to the input. This fact evidenced by
Fig. 4 and 5. The signal of Slave 1, when looking at the Lissajous graph, the behavior of the PD input (vi(t)) and the VCO
output (vo(t)) Slave 1 has θo(t) equal to 180º, thus being out of phase in relation to θi(t), implying non-synchronization.
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Figure 4: TWMS: Phase error of the step response.

Figure 5: TWMS: Lissajous of the step response.

Results to ramp

When we apply a ramp to the network and observe the behavior of the network, we see that in the TWMS model that the
phase of θo in relation to θi follows the ramp. In Fig 9, we notice that the Master, Slave 1 and Slave 2 replicate the ramp
applied to the PD (vi(t)), causing the VCO output (vo(t)) has the same behavior, not synchronizing any of the network
PLLs.

Figure 6: TWMS: Master’s response to ramp.
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Figure 7: TWMS: Slave 1’s response to ramp.

Figure 8: TWMS: Slave 2’s response to ramp.

Figure 9: TWMS: Phase error of the ramp response.

Conclusion

In the TWMS network, composed of 3 PLLs, when we apply a step to the input signal phase, we notice that through the
phase error and the Lissajous figures that the Master and Slave 2 synchronize with this signal, having a jitter due to the
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characteristics of the simulated system. Slave 1 has as a response the non-synchronization with the input signal, a fact
observed in the phase error and also by its Lissajous, whose arrangement indicates a phase delay in the order of 180º, as
shown in [17].
When applying a ramp to the input phase, it is noted that both the Master and Slaves do not find a control voltage capable
of tuning the output signal with the input applied. As shown in [15, 17], the ramp signal causes synchronization failures
in all PLLs.
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